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[bookmark: _Toc192591398][bookmark: _Toc199841396][bookmark: _Toc199871753]METODE PENELITIAN

[bookmark: _Toc192591399][bookmark: _Toc199841397][bookmark: _Toc199871754] 3.1     Desain Penelitian
	 	Dalam menyelesaikan penelitian ini, peneliti menggunakan metode kuantitatif serta menggunakan data sekunder atau data yang diperoleh secara tidak langsung melalui media perantara yang dihasilkan oleh pihak lain. Menurut Sugiyono (2020) data kuantitatif merupakan metode penelitian yang berlandaskan positivistic (data konkrit), data penelitian berupa angka-angka yang akan diukur menggunakan statistik sebagai alat uji penghitungan, berkaitan dengan masalah yang diteliti untuk menghasilkan suatu kesimpulan. 
		 Penelitian ini bertujuan untuk mengetahui pengaruh Kinerja Lingkungan dan Corporate Social Responsibility terhadap Kinerja Keuangan pada Perusahaan sektor industri plastik dan kemasan  yang terdaftar di Bursa Efek Indonesia Tahun 2021-2023. 
[bookmark: _Toc192591400][bookmark: _Toc199841398][bookmark: _Toc199871755] 3.2     Populasi dan Sampel Penelitian
3.2.1 [bookmark: _Toc189136757][bookmark: _Toc190971350][bookmark: _Toc190972899][bookmark: _Toc192591401][bookmark: _Toc199841399][bookmark: _Toc199848119][bookmark: _Toc199871756]Populasi 
  Menurut Sugiyono (2020) adalah populasi adalah wilayah generalisasi yang terdiri atas objek atau subjek yang mempunyai kualitas dan karakteristik tertentu yang ditetapkan oleh peneliti untuk dipelajari dan kemudian ditariknya kesimpulannya. Populasi dalam penelitian ini adalah Perusahaan sektor industri plastik dan kemasan  yang terdaftar di Bursa Efek Indonesia pada periode 2021 sampai dengan 2023 yang berjumlah 16 Perusahaan. 
3.2.2 [bookmark: _Toc189136758][bookmark: _Toc190971351][bookmark: _Toc190972900][bookmark: _Toc192591402][bookmark: _Toc199841400][bookmark: _Toc199848120][bookmark: _Toc199871757]Sampel
  Menurut Sugiyono (2020) sampel adalah bagian dari jumlah dan karakteristik yang dimiliki oleh populasi tersebut. Metode penentuan sampel dalam penelitian ini menggunakan metode purposive sampling. Purposive sampling  adalah teknik penentuan sampel dengan pertimbangan tertentu. Berdasarkan populasi yang telah ditentukan maka akan dipilih sampel yang memenuhi kriteria adalah sebagai berikut:
1. Perusahaan sektor industri plastik dan kemasan yang terdaftar di Bursa Efek Indonesia Tahun 2021-2023
2. Perusahaan yang tidak menyajikan laporan keuangan di Bursa Efek Indonesia Tahun 2021-2023
3. Perusahaan yang tidak mengalami suspensi atau delisting selama periode 2021 sampai 2023.
Berdasarkan kriteria yang digunakan, maka Perusahaan yang menjadi sampel dalam penelitian ini adalah sebanyak 13 Perusahaan yang akan menjadi sampel Perusahaan sektor industri plastik dan kemasan, yang mana dapat dilihat pada tabel 3.1 dibawah ini:
[bookmark: _Toc199851122]Tabel 3.1
Prosedur Pemilihan Sampel
	No
	Keterangan
	Jumlah Sampel

	1
	Perusahaan sektor industri plastik dan kemasan yang terdaftar di Bursa Efek Indonesia Tahun 2021-2023
	16

	2
	Perusahaan yang tidak menyajikan laporan keuangan di Bursa Efek Indonesia Tahun 2021-2023
	3

	3
	Perusahaan yang tidak mengalami suspensi atau delisting selama periode 2021 sampai 2023. 
	0

	
	Total Sampel Akhir
	13


Berdasarkan penarikan sampel diatas, maka penulis mendapatkan 13 perusahaan dengan laporan tahunan selama 3 tahun dari tahun 2021 - 2023, dengan jumlah 39 (n = 13 x 3 ) sampel berupa laporan tahunan. 
Berikut ini nama-nama Perusahaan Sektor industri plastik dan kemasan yang terpilih dan memenuhi kriteria tersebut diatas untuk dijadikan sebagian sampel penelitian sebagai berikut:
[bookmark: _Toc199851123]Tabel 3.2
 Pemilihan Kriteria Sampel
	No
	Kode Perusahaan
	Nama Perusahaan
	Kriteria Sampel
	Hasil Sampel

	
	
	
	1
	2
	3
	

	1
	AKPI
	PT. Argha Karya Prima Industry Tbk
	
	
	
	

	2
	APLI
	PT. Asiaplast Industries Tbk
	
	
	
	

	3
	BRNA
	PT. Berlina Tbk
	
	
	
	

	4
	EPAC
	PT. Megalestari Epack Sentosaraya Tbk
	
	-
	
	-

	5
	ESIP
	PT. Sinergi Inti Plastindo Tbk
	
	
	
	

	6
	FPNI
	PT. Lotte Chemical Titan Tbk
	
	
	
	

	7
	IGAR
	PT. Champion Pacific Indonesia Tbk
	
	
	
	

	8
	IMPC
	PT. Impack Pratama Industri Tbk
	
	
	
	

	9
	IPOL
	PT. Indopoly Swakarsa Industry Tbk
	
	
	
	

	10
	PBID
	PT. Panca Budi Idaman Tbk
	
	
	
	

	11
	PDPP
	PT. Primadaya Plastisindo Tbk
	
	-
	
	-

	12
	PPRI
	PT. Paperocks Indonesia Tbk
	
	-
	
	-

	13
	SMKL
	PT. Satyamitra Kemas Lestari Tbk
	
	
	
	

	14
	TALF
	PT. Tunas Alfin Tbk
	
	
	
	

	15
	TRST
	PT. Trias Sentosa Tbk
	
	
	
	

	16
	YPAS
	PT. Yanaprima Hastapersada Tbk
	
	
	
	


Sumber : Data Sekunder yang diolah, 2025

[bookmark: _Toc199851124]Tabel 3.3
 Perusahan Sektor industri plastik dan kemasan yang menjadi sampel
	No
	Kode
Perusahaan
	Nama Perusahaan
	Kriteria Sampel
	Hasil
Sampel

	
	
	
	1
	2
	3
	

	1
	AKPI
	PT. Argha Karya Prima Industry Tbk
	
	
	
	

	2
	APLI
	PT. Asiaplast Industries Tbk
	
	
	
	

	3
	BRNA
	PT. Berlina Tbk
	
	
	
	

	4
	ESIP
	PT. Sinergi Inti Plastindo Tbk
	
	
	
	

	5
	FPNI
	PT. Lotte Chemical Titan Tbk
	
	
	
	

	6
	IGAR
	PT. Champion Pacific Indonesia Tbk
	
	
	
	

	7
	IMPC
	PT. Impack Pratama Industri Tbk
	
	
	
	

	8
	IPOL
	PT. Indopoly Swakarsa Industry Tbk
	
	
	
	

	9
	PBID
	PT. Panca Budi Idaman Tbk
	
	
	
	

	10
	SMKL
	PT. Satyamitra Kemas Lestari Tbk
	
	
	
	

	11
	TALF
	PT. Tunas Alfin Tbk
	
	
	
	

	12
	TRST
	PT. Trias Sentosa Tbk
	
	
	
	

	13
	YPAS
	PT. Yanaprima Hastapersada Tbk
	
	
	
	


   Sumber : Data sekunder yang diolah, 2025

[bookmark: _Toc199871758][bookmark: _Toc192591403][bookmark: _Toc199841401]3.3      Lokasi dan Waktu Penelitian
3.3.1 [bookmark: _Toc189136760][bookmark: _Toc190971353][bookmark: _Toc190972902][bookmark: _Toc192591404][bookmark: _Toc199841402][bookmark: _Toc199848122][bookmark: _Toc199871759]Lokasi 
		Lokasi penelitian dilakukan di Kantor Perwakilan di Jl. Ir. H. Juanda Baru No. A5-A6 Medan melalui situs resmi Bursa Efek Indonesia (BEI) yaitu www.idx.co.id tahun 2021-2023.






3.3.2 [bookmark: _Toc189136761][bookmark: _Toc190971354][bookmark: _Toc190972903][bookmark: _Toc192591405][bookmark: _Toc199841403][bookmark: _Toc199848123][bookmark: _Toc199871760]Waktu Penelitian

[bookmark: _Toc199851125]Tabel 3.4 
Jadwal Penelitian
	No
	Uraian Kegiatan
	Jadwal Penelitian

	
	
	Nov
2024
	Des
2024
	Jan
2025
	Feb
2025
	Mar
2025
	April
2025
	Mei
2025
	Juni
2025
	Juli 2025

	1
	Pengajuan Judul
	
	
	
	
	
	
	
	
	

	2
	Penyusunan Proposal
	
	
	
	
	
	
	
	
	

	3
	Bimbingan Proposal
	
	
	
	
	
	
	
	
	

	4
	Seminar Proposal
	
	
	
	
	
	
	
	
	

	5
	Penelitian Skripsi
	
	
	
	
	
	
	
	
	

	6
	Penulisan Skripsi
	
	
	
	
	
	
	
	
	

	7
	Bimbingan Skripsi
	
	
	
	
	
	
	
	
	

	8
	ACC Skripsi
	
	
	
	
	
	
	
	
	

	9
	Sidang 
Meja Hijau
	
	
	
	
	
	
	
	
	


Sumber : Tahun 2025

[bookmark: _Toc192591406][bookmark: _Toc199841404][bookmark: _Toc199871761]3.4      Definisi dan Operasionalisasi Variabel
		Menurut Sugiyono (2020), Variabel penelitian adalah suatu atribut atau sifat atau nilai dari orang, obyek atau kegiatan yang mempunyai variasi tertentu yang ditetapkan oleh peneliti untuk dipelajari dan kemudian ditarik kesimpulannya. Variabel yang digunakan dalam penelitian ini adalah :
3.4.1.1    Variabel Independen (X)
		   Menurut Sugiyono (2020) Variabel Independen yang sering disebut sebagai variabel bebas adalah variabel yang mempengaruhi atau yang menjadi sebab perubahannya atau timbulnya variabel dependen (terikat). Variabel bebas dalam penelitian ini adalah Kinerja Lingkungan dan Corporate Social Responsibility
1. Kinerja Lingkungan (X1)
Kinerja lingkungan merupakan kinerja perusahaan yang berfokus pada kegiatan perusahaan dalam melestarikan lingkungan dan mengurangi dampak lingkungan yang timbul akibat aktivitas perusahaan Haryati & Rahardjo (2013). Kinerja lingkungan diukur dari capaian perusahaan yang mengikuti Program Penilaian Peringkat Kinerja Perusahaan (PROPER) Peraturan Menteri Negara Lingkungan Hidup No 5 Tahun 2011 memuat secara lengkap kriteria penilaian PROPER. 
https://Proper.Menlhk.Go.Id/Proper/Berita/Detail/51 (2011).  
2. [bookmark: _Hlk162513957]Corporate Social Responsibility (X2)
Corporate Social Responsibility merupakan salah satu konsep atau program yang dimiliki perusahaan dan merupakan suatu bentuk kepedulian perusahaan kepada lingkungan dan kawasan perusahaan tersebut berada Maharani & Murniati (2024). Corporate Social Responsibility yang digunakan dalam mengumpulkan data pengungkapan CSR yang tertera pada laporan keuangan tahunan (annual report) perusahaan. Pengukuran pengungkapan CSR yang dirumuskan sebagai berikut :     
			CSRIj = 
3.4.1.2    Variabel Dependen (Y)
		   Variabel dependen dalam penelitian ini adalah kinerja keuangan, dimana kinerja keuangan dalam penelitian ini diukur dengan Return On Asset (ROA). Kinerja keuangan adalah cerminan tentang keadaan keuangan dalam satu perseroan dengan memanfaatkan rasio-rasio keuangan yang digunakan untuk mengetahui bagus atau buruknya kondisi keuangan suatu perseroan yang dapat menggambarkan kinerja perusahaan dalam satu priode Maharani & Murniati (2024). ROA digunakan untuk mengukur kinerja keuangan, karena merupakan indikator yang komprehensif, mudah dipahami dihitung, dan merupakan detominator yang dapat diterapkan pada setiap perusahaan. Rumus untuk mengukur ROA adalah :
ROA =
X 100%
  Laba Bersih
  Total Asset


A. Indikator
[bookmark: _Toc199851126]Tabel 3.5 
Definisi dan Operasionalisasi Variabel
	No
	Variabel
	Definisi Operasional
	Indikator
	Skala

	1
	Kinerja Lingkungan (X1)
	Kinerja lingkungan adalah suatu penilaian tentang seberapa besar Perusahaan peduli terhadap lingkungan sekitar 
	Diukur berdasarkan tingkat PROPER dengan indikator warna dan skor, untuk skor yang diberikan dari peringkat terbaik 5 sampai dengan skor 1 untuk yang terburuk. 
	Rasio

	2
	Corporate Social Responsibiliy (X2)
	Corporate Social Responsibility merupakan wujud tanggung jawab Perusahaan kepada para pihak yang terkait atau berkepentingan dengan Perusahaan yang mencakup aspek ekonomi, sosial dan lingkungan terhadap segala kegiatan Perusahaan guna mendukung Pembangunan berkelanjutan. 
	
         
       CSRIj = 
	Rasio

	3
	Kinerja Keuangan (Y)
	Kinerja keuangan adalah penentuan ukuran tertentu dalam mengukur keberhasilan perusahaan dalam menghasilkan laba
	Return on Assets (ROA):
  Laba Bersih
  Total Asset
ROA =



	RasioX 100%



   
[bookmark: _Toc192591407][bookmark: _Toc199841405][bookmark: _Toc199871762]3.5    Teknik Pengumpulan Data
	  Teknik pengumpulan data yang dipakai pada penelitian ini adalah teknik dokumentasi yang digunakan dengan cara mengumpulkan, mencatat, meringkas dan menghitung data-data yang berhubungan dengan penelitian Sugiyono (2020). Sumber data yang dipakai dalam penelitian ini menggunakan data sekunder. Data sekunder dalam penelitian ini menggunakan laporan keuangan tahunan yang dilaporkan setiap bulan desember (annual report) perusahaan sektor industri periode 2021-2023. Laporan ini diperoleh dari situs resmi dari Bursa Efek Indonesia yaitu https://www.idx.co.id/ dan juga website masing-masing Perusahaan.
[bookmark: _Toc192591408][bookmark: _Toc199841406][bookmark: _Toc199871763]3.6   Teknik Analisis Data
	 Teknik analisis data dalam penelitiaan ini menggunakan alat analisis regresi data planel dengan bantuan sofware aplikasi Eviews version 12. Untuk mengetahui tingkat signifikan dari masing-masing koefisien regresi variabel independen terhadap variabel dependen maka digunakan uji statistik diantaranya sebagai berikut:
[bookmark: _Toc189136767][bookmark: _Toc192591409][bookmark: _Toc199841407][bookmark: _Toc199871764]3.6.1    Uji Statistik Deskriftif
	Statistik deskriptif adalah statistik yang digunakan untuk menganalisis data dengan cara mendeskripsikan atau menggambarkan data yang telah terkumpul sebagaimana adanya tanpa bermaksud membuat Kesimpulan yang berlaku untuk umum atau generalisasi Sugiyono (2020). Uji ini digunakan untuk menggambarkan variabel independent yaitu Kinerja Lingkungan dan Coorporate Social Responsibility, serta variabel dependen yaitu kinerja perusahaan sektor industri tahun 2021-2023
[bookmark: _Toc189136768][bookmark: _Toc192591410][bookmark: _Toc199841408][bookmark: _Toc199871765]3.6.2   Uji Asumsi Klasik
		Tujuan dari asumsi klasik adalah untuk menentukan apakah model regresi yang diterapkan dalam studi ini layak untuk diterapkan. Uji Normalitas, Multikolinearitas, heterokedasitas dan autokorelasi adalah contoh uji asumsi klasik yang diterapkan terhadap regresi yang memiliki dua atau lebih variabel independent. 
3.6.2.1  Uji Normalitas
		  Uji normalitas bertujuan untuk menguji apakah dalam model regresi, variabel pengganggu atau residual mempunyai distribusi normal. Ada dua cara untuk mendeteksi apakah residual memiliki distribusi normal atau tidak, yaitu dengan analisis grafik dan uji statistik Ghozali (2018).
1.6.2.2   Uji Multikolonearitas
		   Uji multikoliniearitas bertujuan untuk menguji apakah dalam metode regresi ditemukan korelasi antar variabel bebas (independen). Dalam model regresi yang baik tidak terjadi kolerasi di antara variabel dependen. Jika variabel independen saling berkolerasi, maka variabel-variabel tersebut tidak orthogonal. Variabel orthogonal adalah variabel independen yang nilai kolerasi antar sesama variabel dependen sama dengan nol. Salah satu cara untuk mendeteksi ada atau tidaknya multikonearitas dapat dilihat dari nilai VIF (Variance Inlation Factor) dan tolerance. Kedua ukuran ini menunjukkan setiap variabel independen manakah yang dijelaskan oleh variabel independen lainnya Ghozali (2018). Jika nilai koefisien korelasi masing-masing variabel bebas > 0,8 maka terjadi multikoliniearitas tetapi jika koefisien korelasi masing-masing variabel bebas < 0,8 maka tidak terjadi multikolinieritas.
3.6.2.3   Uji Heteroskedastisitas
		   Uji heteroskedastisitas bertujuan untuk menguji apakah dalam model regresi terjadi ketidaksamaan variansi dari residual satu pengamatan kepengamatan lain tetap, maka disebut homoskedastisitas dan jika berbeda disebut heteroskedastisitas. Model regresi yang baik adalah yang homoskedastisitas atau tidak terjadi heteroskedastisitas Ghozali (2018). Cara untuk mendeteksi ada atau tidaknya heterokedastisitas adalah dengan menggunakan pengujian grafik scatterplot dan dianalisa dengan melihat penyebaran titik-titik dalam grafik yang membentuk sebuah pola. Jika tidak ada pola yang jelas, seperti titik titik yang menyebar di atas dan di bawah angka 0 pada sumbu Y, maka dapat dikatakan tidak terjadi heteroskedastisitas
3.6.2.4   Uji Autokorelasi
		   Menurut Ghozali (2018) uji autokorelasi bertujuan untuk menguji apakah dalam model regresi linier ada korelasi antarkesalahan penganggu (residual) pada periode t dengan kesalahan penganngu pada periode t-1 (sebelumnya). Jika terjadi korelasi, maka ada masalah autokorelasi. Model regresi yang baik adalah regresi yang bebas dari autokorelasi. Uji autokorelasi pada penelitian ini menggunakan uji Durbin Watson. Apabila nilai DW sebesar 2, tidak terjadi korelasi serial (autokorelasi). Sebaliknya, jika nilai DW lebih kecil dari 2, terjadi autokorelasi positif
[bookmark: _Toc192591411][bookmark: _Toc199841409][bookmark: _Toc199871766][bookmark: _Toc189136769]3.6.3    Analisis Regresi Linear Berganda 
		Analisis regresi linear berganda digunakan untuk menguji pengaruh dua atau lebih variabel independen terhadap variabel dependen. Dalam penelitian ini variabel dependen yang digunakan adalah Kinerja Keuangan. Sedangkan variabel independen yang digunakan adalah Kinerja Lingkungan dan Corporate Social Responsibility. Penelitian ini menggunakan model persamaan regresi linear berganda sebagai berikut:
𝑌 = 𝑎 + 𝑏1𝑋1 + 𝑏2𝑋2 + e
Keterangan : 
Y			 = Kinerja Keuangan 
X1			  = Kinerja Lingkungan
 X2			  = Corporate Social Responsibility
a 			 = Konstanta 
b1, b2, b3	 = Koefisien Regresi 
e 			 = Variabel Pengganggu.		
		  Menurut Ghozali (2017:195) dalam Richarda (2024) terdapat tiga model yang dapat digunakan untuk melakukan regresi data panel yaitu Common Effect Model, Fixed Effect Model, dan Random Effect Model
3.6.3.1 Common Effect Model
		   Merupakan pendekatan model data panel yang paling sederhana karena hanya mengkombinasikan data time series dan data cross section dengan menggunakan pendekatan kuadrat kecil atau Ordinary Least Square (OLS). Pada model ini tidak diperhatiakn model antar waktu maupun individu, sehingga diasumsikan bahwa perilaku data perusahaan adalah sama dalam berbagai waktu. Maka model persamaan regresinya adalah sebagai berikut: 
Yit = α + βXit + eit
3.6.3.2   Fixed Effect Model
		   Merupakan model yang mengasumsikan bahwa perbedaan antar indiviu dapat diakomodasi dari perbedaan intersepnya. Untuk mengestimasi data panel model fixed effect menggunakan tehnik variabel dummy atau Least Squares Dummy Variable (LDSV) untuk menangkap perbedaan intersep antar perusahaan dengan slopenya. Maka model persamaan regresinya adalah sebagai berikut: 
Yit = α + β1Xit + β2Xit + β3Xit + eit
3.6.3.3  Random Effect Model
		     Merupakan model yang akan mengestimasi data panel dimana variabel gangguan mungkin saling berhubungan antar waktu dan antar individu. Untuk mengestimasi data panel model pada model random effect dengan model Error Generalized Least Square (GLS) atau Component Model (ECM). Maka model persamaan regresinya adalah sebagai berikut: 
Yit = α + β1Xit + β2Xit + ...t + βnXit + eit
Dimana : 
α = Konstanta 
β = Koefisien Regresi 
X = Variabel Independen 
i = Cross Section
t = Time Series 
e : Error
[bookmark: _Toc192591412][bookmark: _Toc199841410][bookmark: _Toc199871767][bookmark: _Toc189136770]3.6.4     Pemilihan Model Regresi Linear Berganda 
		  Untuk menguji kesesuaian atau kebaikan dari tiga model regresi data panel, maka digunakan Uji Chow, Uji Hausman dan Uji Lagrange Multiplier,
3.6.4.1   Uji Chow
		   Uji chow dilakukan untuk membandingkan atau memilih model mana yang terbaik antara common effect dan fixed effect. Hipotesis dalam uji chow adalah sebagai berikut: 
H0 : model common effect 
H1 : model fixed effect 
		   Jika nilai cross section F > 0,05 (ditentukan diawal sebagai tingkat signifikan atau alpha) maka model yang terpilih adalah common effect, sebaliknya jika F < 0,05 model yang terpilih adalah fixed effect Jelanti (2020). 
3.6.4.2 Uji Hausman
		   Hausman telah mengembangkan suatu uji statistik untuk memilih apakah menggunakan model fixed effect atau random effect Jelanti (2020). Hipotesis dalam uji hausman adalah sebagai berikut: 
H0 : model random effect 
H1 : model fixed effect 
		   Dalam uji ini, cukup perhatikan probabilitas (prob) cross section > 0,05 maka model yang terpilih adalah random effect, sebaliknya jika < 0,05 model yang terpilih adalah fixed effect Jelanti (2020).
3.6.4.3    Uji Lagrange Multiplier
		   Uji lagrange multiplier dilakukan untuk membandingkan atau memilih model mana yang terbaik antara random effect dan common effect. Jika nilai statistik P Value > 0,005, maka H0 ditolak, yang artinya model common effect. Sebaliknya Jika nilai statistik P Value < 0,005, maka H0 diterima, yang artinya model random effect.
3.6.5 [bookmark: _Toc189136771][bookmark: _Toc192591413][bookmark: _Toc199841411][bookmark: _Toc199871768]Uji Hipotesis
3.6.5.1   Uji Parsial (Uji t)
		  Uji t digunakan untuk menunjukkan pengaruh satu variabel independen secara individual terhadap variabel dependen Ghozali (2018). Uji statistik t dapat dilhat dari probability value. Jika probability value < 0,05 maka H0 ditolak atau Ha diterima (terdapat pengaruh secara parsial). Dan apabila probability value > 0,05 maka H0 diterima dan H1 ditolak (tidak terdapat pengaruh secara parsial)
3.6.5.2  Uji Signifikansi Simultan (Uji Statistik F)
		  Uji F digunakan untuk mengukur semua variabel independen yang dimasukkan dalam model yang memiliki pengaruh secara bersama-sama terhadap variabel dependen Ghozali (2018). Uji F dapat dilakukan dengan melihat probably value. Apabila nilai F lebih kecil dari derajat kepercayaan < 5% atau 0,05 maka Ha diterima dan apabila nilai F lebih besar dengan derajat kepercayaan < 5% atau 0,05 maka Ha ditolak.
3.6.5.3  Uji Koefisien Determinasi (R2)
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		  Koefisien determinasi ini (R2) digunakan untuk mengukur kemampuan model dalam menjelaskan variasi variabel dependen. Nilai koefisien determinasi adalah nilai nol dan nilai satu. Apabila nilai (R2) < maka menunjukkan kemampuan variasi variabel independen dalam menjelaskan variabel dependen sangat terbatas. Jika nilai (R2) mendekati satu berarti variabel independen dapat memberikan informasi yang dibutuhkan untuk memprediksi variabel dependen.
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