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[bookmark: _Toc199871771]4.1      Gambaran Umum
Penelitian ini menggunakan perusahaan manufaktur subsektor industri plastik dan kemasan yang terdaftar di Bursa Efek Indonesia (BEI) yang menyajikan data tentang laporan tata kelola perusahaan di dalam laporan tahunannya periode 2021-2023. Teknik analisis data dalam penelitian ini menggunakan analisis statistic dengan persamaan analisis regresi linear berganda regresi data panel. Dalam analisis data dilakukan dengan mengelola data menggunakan Microsoft excel setelah itu dilakukan pengujian asumsi klasik dan regresi linear berganda regresi data panel dengan software EViews version 12. Berdasarkan populasi seluruh perusahaan manufaktur subsektor industri plastik dan kemasan yang terdaftar di Bursa Efek Indonesia berjumlah 16 Perusahaan tiap tahunnya, jumlah sampel yang digunakan setelah dilakukan teknik pusposive sampling method adalah 13 perusahaan tiap tahunnya, Jumlah data observasi yang digunakan dalam penelitian ini sebanyak 39 data selama 3 tahun dari tahun 2021-2023 dan menggunakan data sekunder yang diperoleh dari website www.idx.co.id serta website perusahaan. 
[bookmark: _Toc199871772]4.2       Hasil Penelitian
[bookmark: _Toc199871773]4.2.1    Analisis Statistik Deskriptif
Analisis statistik deskriptif digunakan untuk menggambarkan suatu data yang disajikan dalam bentuk skor minimum, skor maximum, jangkauan (range), nilai rata-rata (mean), standar deviasi dan varian. Variabel dependen dalam penelitian ini adalah kinerja keuangan dan variabel independen yaitu terdiri dari kinerja lingkungan dan corporate social responsibility. Adapun hasil dari analisis statistic deskriptif adalah sebagai berikut :
[bookmark: _Toc199852582]Tabel 4.1 
Analisis Statistik Deskriptif
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 Sumber : hasil output eviews 12, data diolah (2025)
Berdasarkan data diatas pada Tabel 4.1 maka dapat dijelaskan sebagai berikut:
1. Variabel dependen yaitu kinerja keuangan pada perusahaan manufaktur subsektor industri plastik dan kemasan memiliki jumlah data yang diamati sebanyak 39 pengamatan pada tahun 2021-2023 dengan nilai minimum sebesar -9.560000 sedangkan nilai maksimumnya sebesar 14.73000
2. Variabel Independen yaitu kinerja lingkungan pada perusahaan manufaktur subsektor industri plastik dan kemasan memiliki jumlah data yang diamati sebanyak 39 pengamatan pada tahun 2021-2023 dengan nilai minimum sebesar 1.000000 sedangkan nilai maksimumnya sebesar 5.000000 
3. Variabel Independen yaitu corporate social responsibility pada perusahaan manufaktur subsektor industri plastik dan kemasan memiliki jumlah data yang diamati sebanyak 39 pengamatan pada tahun 2021-2023 dengan nilai minimum sebesar 0.230000 sedangkan nilai maksimumnya sebesar 0.690000 
[bookmark: _Toc199871774]4.2.2    Uji Asumsi Klasik
4.2.2.1 Uji Normalitas
Menurut (Ghozali, 2018) Uji normalitas bertujuan untuk menguji apakah dalam model regresi, variabel pengganggu atau residual memiliki distribusi normal. Pada penelitian ini cara untuk mendeteksi apakah residual berdistribusi normal atau tidak yaitu dengan cara analisis uji statistik. Untuk pendekatan analisis statistik dengan menggunakan uji Jarque-Bera (J-B). Dasar pengambilan keputusan adalah melihat angka probabilitas dari statistik J-B, yaitu dengan ketentuan apabila nilai signifikan > 0,05 maka data terdistribusi normal, jika nilai signifikan < 0,05 maka data tidak terdistribusi normal. 
[image: ]
Gambar 4.1 Hasil Uji Normalitas
Sumber : hasil output eviews 12, data diolah (2025)
Berdasarkan Gambar 4.1, diketahui nilai profitabilitas dari J-B adalah 0,548425. Karena nilai probability, yakni 0,548425 lebih besar dibandingkan tingkat signifikan yakni 0,05. Hal ini berarti asumsi normalitas terdistribusi normal.  
4.2.2.2 Uji Multikolinearitas
Dalam penelitian ini, gejala multikolinearitas dapat dilihat dari nilai korelasi antar variabel yang terdapat dalam matriks korelasi. (Ghozali, 2018) menyatakan jika koefisien korelasi di antara masing-masing variabel independen lebih besar dari 0,10 maka terjadi multikolinearitas. 
[bookmark: _Toc199852583]Tabel 4.2 
Hasil Uji Multikolinearitas
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Sumber : hasil output eviews 12, data diolah (2025)
Berdasarkan Tabel 4.2 diatas, dapat dilihat bahwa nilai korelasi masing-masing variabel mempunyai nilai koefisien dibawah 0.8 < 0,10 maka dapat disimpulkan bahwa tidak terdapat gejala multikolinearitas antar variabel independen.   
4.2.2.3 Uji Heteroskedastisitas
Tujuan dilakukannya uji heteroskedastisitas adalah untuk menguji apakah dalam sebuah model regresi terjadi perbedaan varians dari residual variabel independen yang diketahui. 
Untuk mendeteksi ada tidaknya gejala heteroskedastisitas maka dapat dilakukan dengan uji Breusch-Pagan. Hasil uji Breush-Pagan dapat dilihat pada tabel berikut ini :
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Hasil Uji Heteroskedastisitas
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Sumber : hasil output eviews 12, data diolah (2025)
Berdasarkan Tabel 4.3 diatas, diketahui nilai Prob. Chi-Square dari Obs*R-Squared adalah 0,5132 > 0,05 maka dengan kata lain tidak terjadi gejala heteroskedastisitas pada residual. Hasil pengujian pada tingkat signifikan 0.46 > 0.05 maka dapat disimpulkan bahwa tidak terjadi masalah heteroskedastisitas. 
4.2.2.4 Uji Autokorelasi
Asumsi mengenai independensi terhadap residual (non-autokorelasi) dapat diuji dengan menggunakan Breusch-Godfrey Serial Correlation LM Test. Dalam uji Breusch-Godfrey Serial Correlation LM Test tidak terjadi autokorelasi jika nilai p value uji > 0,05 hasil uji tersebut dapat dilihat pada tabel berikut.


[bookmark: _Toc199852585]Tabel 4.4
 Hasil Uji Autokorelasi
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         Sumber : hasil output eviews 12, data diolah (2025)
Berdasarkan hasil pada Tabel 4.4 diatas, diketahui nilai Prob. Chi-Square dari Obs*R-Square adalah 0.1733 > 0.05 maka asumsi autokorelasi tidak terpenuhi. Dengan kata lain tidak terjadi autokorelasi pada residual. 
[bookmark: _Toc199871775]4.2.3    Regresi Linear Berganda Data Panel
4.2.3.1 Common Effect Model
Langkah pertama dilakukan pengolahan data pendekatan Common Effect Model secara sederhana menggabungkan seluruh data time series dan cross section, kemudian mengestimasikan model dengan menggunakan metode Ordinary Least Square (OLS). Hasil pengolahan data menggunakan Common Effect Model adalah sebagai berikut:
[bookmark: _Toc199852586]Tabel 4.5
Hasil Uji Regresi Data Panel Common Effect Model
[image: ] 
       Sumber : hasil output eviews 12, data diolah (2025)
4.2.3.2 Fixed Effect Model
Langkah kedua dilakukan pengolahan data pendekatan Fixed Effect Model untuk membandingkan dengan Common Effect Model. Hasil Pengolahan data menggunakan Fixed Effect Model adalah sebagai berikut:
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 Hasil Uji Regresi Data Panel Fixed Effect Model
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 Sumber : hasil output eviews 12, data diolah (2025)
4.2.3.3 Random Effect Model
Langkah ketiga dilakukan pengolahan data menggunakan pendekatan Random Effect Model untuk membandingkan Fixed Effect Model, Common Effect Model dan Random Effect Model. Hasil pengolahan data menggunakan Random Effect Model adalah sebagai berikut:



[bookmark: _Toc199852588]Tabel 4.7
 Hasil Uji Regresi Data Panel Random Effect Model
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        Sumber : hasil output eviews 12, data diolah (2025)

[bookmark: _Toc199871776]4.2.4    Pemilihan Model Regresi Linear Berganda Data Panel
4.2.4.1 Uji Chow
Untuk menentukan apakah model estimasi Common Effect Model (CEM) atau Fixed Effect Model (FEM) dalam membentuk model regresi, maka dapat digunakan uji Chow. Hipotesis dalam uji chow adalah sebagai berikut:
H0 : model common effect
H1 : model fixed effect
Dengan kriteria  :
a. Jika nilai Probability F < α 0,05, maka ditolak yang berarti model Fixed Effect, dilanjut dengan uji hausman
b. Jika nilai Probability F > α 0,05, maka diterima yang berarti model common effect yang terpilih. 
Hasil uji Chow dapat dilihat pada tabel berikut:
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Hasil Uji Chow
                      [image: ]                  
Sumber : hasil output eviews 12, data diolah (2025)

Berdasarkan hasil uji chow yang ditunjukkan pada Tabel 4.8 diatas, dapat diperoleh nilai Prob dari cross section chi-square sebesar 0.0000 < 0.05. maka secara statistik H0 ditolak. Maka model yang terpilih adalah fixed effect. Karena hasil uji chow menunjukkan hasil model yang terpilih adalah fixed effect, maka perlu dilakukan uji hausman untuk mengetahui model yang tepat antara  fixed effect dan  random effect yang akan digunakan dalam penelitian ini. 
4.2.4.2 Uji Hausman
Untuk menentukan apakah model estimasi Fixed Effect Model (FEM) atau Random Effect Model (REM) dalam membentuk model regresi, maka dapat digunakan uji Hausman. Hipotesis yang diuji sebagai berikut:
H0 : model random effect
H1 : model fixed effect
Dengan kriteria :
a. Jika nilai Probability Cross-Section Random < α 0,05, maka ditolak yang berarti model fixed effect yang dipilih.
b. Jika nilai Probability Cross-Section Random > α 0,05, maka diterima yang berarti model random effect yang dipilih.
Hasil uji Hausman dapat dilihat pada tabel berikut :
[bookmark: _Toc199852590]Tabel 4.9
 Hasil Uji Hausman
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          Sumber : hasil output eviews 12, data diolah (2025)
Berdasarkan hasil uji Hausman yang ditunjukkan pada Tabel 4.9 diatas, diperoleh nilai signifikan dari cross section chi-square adalah 0,9339 > 0,05 sehingga secara statistik H0 diterima, maka dapat disimpulkan model yang digunakan dalam penelitian ini adalah random effect model. 
4.2.4.3 Uji Lagrange Multiplier (LM)
Untuk menentukan apakah model estimasi Common Effect Model (CEM) atau Random Effect Model (REM) dalam membentuk model regresi, maka dapat digunakan uji Lagrange Multiplier (LM). Hipotesis yang diuji sebagai berikut:
H0 : Common Effect Model
H1 : Random Effect Model
Dengan kriteria:
a. Jika nilai Cross-Section Breusch-pagan < α 0,05, maka H0 ditolak yang berarti model random effect yang dipilih.
b. Jika nilai Cross-Section Breusch-pagan > α 0,05, maka H0 diterima yang berarti model common effect yang dipilih. 
[bookmark: _Toc199852591]Tabel 4.10
 Hasil Uji Lagrange Multiplier
[image: ]                
Sumber : hasil output eviews 12, data diolah (2025)

Berdasarkan hasil uji Hausman pada Tabel 4.10 diatas, diketahui nilai Breusch-Pagan adalah 0,0000 < 0,05, maka model estimasi yang digunakan adalah model Random Effect Model (REM).
	Berdasarkan uji diatas, Random Effect Model (REM) telah terpilih 2 (dua) kali, yaitu pada Uji Hausman dan Uji Lagrange Multiplier (LM). Sedangkan Common Effect Model (CEM) pada uji tidak terpilih sama sekali. Sementara Fixed Effect Model (FEM) hanya terpilih pada uji Chow. Dengan demikian dapat disimpulkan bahwa dari ketiga model (Common Effect Model, Fixed Effect Model dan Random Effect Model), Random Effect Model (REM) lebih baik dalam menginterprestasikan regresi data panel untuk menjawab penelitian ini. 
[bookmark: _Toc199871777]4.2.5    Pemilihan Regresi Data Panel
Untuk menguji model pengaruh dan hubungan variabel bebas yang lebih dari dua variabel terhadap variabel dependen, digunakan persamaan regresi linier berganda. Dalam analisis regresi linier berganda, selain mengukur kekuatan hubungan antara dua variabel atau lebih, juga menunjukkan hubungan antara variabel dependen dengan independent (Ghozali, 2018). 
Berdasarkan hasil uji sebelumnya, Analisis regresi linier berganda data panel pada penelitian ini menggunakan model Random Effect Model (REM) dapat dilihat pada tabel berikut:
[bookmark: _Toc199852592]Tabel 4.11 
Hasil Uji Regresi Data Panel
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Sumber : hasil output eviews 12, data diolah (2025)

Berdasarkan Tabel 4.11 diatas, maka diperoleh persamaan regresi data panel sebagai berikut:
Y = 2,107473 + 3,674477 X1 - 16,27794 X2
Keterangan:
Y = Kinerja Keuangan
X1 = Kinerja Lingkungan
X2 = Corporate Social Responsibility
Berdasarkan persamaan regresi linier berganda yang telah dijabarkan, berikut interpretasi dari model persamaan regresi tersebut:
1. Berdasarkan persamaan diatas, besarnya nilai konstanta yaitu sebesar 2,107473. Hal ini menunjukkan bahwa jika variabel independent bernilai 0, maka Tingkat kinerja keuangan perusahaan (ROA) naik sebesar 2,107473%
2. Nilai koefisien regresi dari kinerja lingkungan (PROPER) sebesar 3,674477. Hal ini menunjukkan bahwa setiap kenaikan PROPER 1% maka Tingkat kinerja keuangan perusahaan (ROA) akan naik sebesar 3,674477%
3. Nilai koefisien regresi Corporate Social Responsibility (CSR) sebesar -16,27794 dan bertanda negatif. Hal ini menunjukkan bahwa setiap kenaikan CSR sebesar 1% maka tingkat kinerja keuangan perusahaan (ROA) akan menurun sebesar 16,27794 %
[bookmark: _Toc199871778]4.2.6    Uji Hipotesis
Uji hipotesis yang dilakukan untuk menguji kebenaran hipotesis yang dikemukakan secara linier. Berikut uji hipotesis yang dilakukan.

4.2.6.1 Uji Secara Parsial (Uji t)
Uji t digunakan untuk menunjukkan seberapa jauh pengaruh satu variabel independent secara individual dalam menerangkan variabel dependen (Ghozali, 2018). Ketentuan pengambilan Keputusan dalam uji t adalah sebagai berikut :
1. Terima H0 bila – ttabel < thitung < ttabel atau nilai sig F > α 0,05
2. Tolak H0 (Terima H1) bila thitung atau > ttabel atau thitung < -ttabel atau nilai sig F < α 0,05
Untuk mendapatkan nilai ttabel, terlebih dahulu dihitung derajat kebebasan, berikut untuk menghitung rumus derajat kebebasan :
Derajat Kebebasan = n – k
n = banyaknya observasi
k = banyaknya variabel (dependen dan independent)
Diketahui bahwa jumlah observasi dalam penelitian ini sebanyakk 39 dan jumlah variabel sebanyak 3, sehingga derajat kebebasannya adalah 39 – 3 = 36, dan tingkat signifikasinya  5% dengan dua arah maka nilai ttabel adalah 2,028.
[bookmark: _Toc199852593]Tabel 4.12
 Hasil Uji Parsial Model
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       Sumber : hasil output eviews 12, data diolah (2025)


Berdasarkan Tabel 4.12 interpretasi yang dapat dilihat adalah sebagai berikut :
1. Pengaruh Kinerja Lingkungan terhadap Kinerja Keuangan
Hasil pengujian analisis regresi data panel menunjukkan hasil t-statistik untuk variabel independen Kinerja lingkungan (X1)  adalah sebesar 2,722620 dengan nilai -ttabel < -thitung < ttabel  (-2,028 < 2,722620 > 2,028) dan tingkat signifikansi sebesar 0,0099 < 0,05. Hal ini menunjukkan bahwa kinerja lingkungan berpengaruh positif dan signifikan terhadap kinerja keuangan.  
2. Pengaruh Corporate Social Responsibility terhadap Kinerja Keuangan
Hasil pengujian menunjukkan bahwa t-statistik untuk variabel independen Corporate social responsibility (X2) adalah sebesar -1,567840 dengan nilai -ttabel < -thitung < ttabel  (-2,028 > -1,567840 < 2,028) dan tingkat signifikansi sebesar 0,1257 > 0,05. Hal ini menunjukkan bahwa corporate social responsibility berpengaruh negatif dan tidak signifikan terhadap kinerja keuangan. 
4.2.6.2 Uji Simultan (Uji F)
Uji simultan F digunakan untuk mengetahui apakah ada pengaruh secara bersama-sama antara variabel-variabel independent (kinerja lingkungan dan corporate social responsibility) terhadap variabel dependen (kinerja keuangan). Adapun cara melakukan uji F menurut (Ghozali, 2018) pengujian secara serempak menunjukkan bahwa adanya pengaruh yang signifikan antara variabel independent terhadap variabel dependen yang dapat dilihat pada tabel 4.13. 
1. Ditolak H0 bila Fhitung < Ftabel atau nilai sig F > α 0,05
2. Terima H1 bila Fhitung > Ftabel atau nilai sig F < α 0,05
Untuk mendapatkan nilai Ftabel, terlebih dahulu dihitung derajat kebebasan. Berikut rumus untuk menghitung derajat kebebasan :
df1 = k – 1 
df2 = n – k 
k = banyaknya variabel (dependen dan independent)
n = banyaknya observasi
[bookmark: _Toc199852594]Tabel 4.113
Hasil Uji F
[image: ]      Sumber : hasil output eviews 12, data diolah (2025)
Berdasarkan Tabel 4.13 diatas, nilai F statistik yaitu 3,988255 semntara F tabel dengan tingkat 0,05 adalah sebesar 2,866. Dengan demikian F statistik > F tabel (3,988255 > 2,866), kemudian juga terlihat dari nilai probabilitas yaitu sebesar 0,027257 yang lebih kecil dari tingkat signifikansi sebesar 0,05 sehingga H0 ditolak dan Ha diterima. Hal ini menunjukkan bahwa variabel kinerja lingkungan dan corporate social responsibility secara Bersama-sama (simultan) memiliki pengaruh yang signifikan terhadap kinerja keuangan, sehingga model regresi dapat digunakan untuk memprediksi variabel dependen.

4.2.6.3 Uji Koefisien Determinasi (R2) 
Koefisien determinasi (Adjusted R-Square) digunakan untuk memprediksi seberapa besar kontribusi pengaruh variabel independent terhadap variabel dependen. Nilai koefisien determinasi adalah antara nol dan satu. Nilai yang mendekati satu berarti variabel-variabel independent memberikan hampir semua informasi yang dibutuhkan untuk memprediksi variasi variabel dependen. Sebaliknya, nilai koefisien determinasi yang kecil menandakan kemampuan variabel independen dalam menjelaskan variasi variabel dependen sangat terbatas (Ghozali, 2018).  Koefisien determinasi dapat dilihat pada tabel berikut ini:
[bookmark: _Toc199852595]Tabel 4.14
 Hasil Uji Koefisien Determinasi Model Random Effect
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        Sumber : hasil output eviews 12, data diolah (2025)
Nilai koefisien determinasi adalah antara 0 dan 1 ( 0 ≤ R2 ≤ 1 ). Apabila nilai koefisien determinasi mendekati satu, berarti variabel bebas memberikan hampir semua informasi yang dibutuhkan untuk memprediksi variabel terikat, sedangkan nilai koefisien determinasi mendekati nol berarti kemampuan variabel-variabel bebas menjelaskan variabel terikat sangat terbatas. 
Berdasarkan Tabel 4.14 diatas, besar angka Adjusted R-Square (R2) adalah 0,135902. Hal ini menunjukkan bahwa persentase sumbangan pengaruh variabel dependen adalah sebesar 13%. Atau dapat diartikan bahwa variabel independent yang digunakan dalam model mampu menjelaskan sebesar 13% terhadap variabel dependen nya. Sisanya 87% dijelaskan variabel lain diluar penelitian ini seperti Good Corporate Governance , Intellectual Capital dan Biaya Lingkungan.  
[bookmark: _Toc199871779]4.3    Pembahasan 
	Tujuan dari penelitian ini adalah untuk mengetahui pengaruh kinerja lingkungan dan corporate social responsibility (CSR) terhadap kinerja keuangan perusahaan manufaktur sub sektor industri plastik dan kemasan yang terdaftar di bursa efek Indonesia. Teknik analisis data yang digunakan untuk penelitian ini adalah teknik analisis regresi linier berganda untuk memperoleh Gambaran yang menyeluruh mengenai pengaruh variabel independent terhadap variabel dependen. 
[bookmark: _Toc199871780]4.3.1 Pengaruh Kinerja Lingkungan Terhadap Kinerja Keuangan Perusahaan
Dari hasil pengujian secara parsial (uji t) menunjukkan bahwa kinerja lingkungan berpengaruh positif dan signifikan terhadap kinerja keuangan. Kinerja lingkungan menunjukkan bahwa nilai signifikansi 0,1257 > 0,05, maka kinerja lingkungan secara individual berpengaruh terhadap kinerja keuangan. Hal ini sejalan dengan teori legitimasi mengungkapkan bahwa pelaku lingkungan yang baik percaya bahwa dengan mengungkapkan performance mereka berarti  menggambarkan good news bagi pelaku pasar. Pada akhirnya perusahaan yang mempunyai kinerja lingkungan baik harus memberikan informasi kualitas dan mutu lingkungan yang lebih dibandingkan pada perusahaan yang mempunyai kinerja kurang baik atau buruk. 
Hasil penelitian ini sesuai dengan (Ikhsan & Muharam, 2016) yang menyatakan bahwa Kinerja Lingkungan diperkirakan mempengaruhi penjualan. Jika kinerja lingkungan baik maka masyarakat akan lebih percaya dan puas dengan produk yang dihasilkan perusahaan dan jika kinerja lingkungan buruk, maka masyarakat cenderung bersikap menghukum dengan menghindari produk- produk yang dihasilkan karena dianggap tidak ramah lingkungan dan merusak ekosistem. Maka pihak pemegang saham dan stakeholder mendesak manajemen agar lebih mengutamakan tanggungjawab sosial dan lingkungan. Hasil pengujian ini sejalan dengan hasil penelitian yang dilakukan (Suaidah & Kartini Putri, 2020) dan (Hidayat & Aris, 2023). Namun tidak sejalan dengan hasil penelitian (Dhinny Maulani Agustin & Yuni Rosdiana, 2022) dan (Haryati & Rahardjo, 2013). 
[bookmark: _Toc199871781]4.3.2 Pengaruh Corporate Social Responsibility Terhadap Kinerja Keuangan Perusahaan
Dari hasil pengujian secara parsial (uji t) menunjukkan bahwa corporate social responsibility berpengaruh negatif dan tidak signifikan terhadap kinerja keuangan karena adanya peningkatan beban biaya operasional dalam jangka pendek. Kegiatan CSR seperti donasi dan program sosial melibatkan pengeluaran yang belum tentu menghasilkan pendapatan secara langsung, sehingga dapat mempengaruhi secara negatif rasio keuangan seperti ROA dan ROE . Corporate social responsibility menunjukkan bahwa nilai signifikansi 0,1257 > 0,05, maka corporate social responsibility secara individual tidak berpengaruh terhadap  kinerja keuangan. 
Hasil penelitian ini tidak sejalan dengan teori stakeholder yang menjelaskan mengenai tanggung jawab perusahaan terhadap para pemangku kepentingan yang diharapkan dapat memberikan peningkatan terhadap kinerja keuangan. Kinerja keuangan yang mengalami peningkatan dianggap sebagai hasil dalam meningkatkan tingkat kepuasan para stakeholder terhadap perusahaan, salah satunya dengan langkah pengungkapan tanggung jawab sosial oleh perusahaan. hasil penelitian ini juga tidak sejalan dengan penelitian yang dilakukan oleh (Dewi & Ardianingsih, 2024) dan penelitian yang dilakukan oleh (Dhinny Maulani Agustin & Yuni Rosdiana, 2022) yang menyatakan bahwa Corporate Social Responsibility berpengaruh positif terhadap kinerja keuangan perusahaan.  
Namun, hasil penelitian ini sejalan dengan penelitian (Hidayat & Aris, 2023) menyatakan bahwa Corporate Social Responsibility juga  tidak berpengaruh signifikan terhadap kinerja keuangan yang diproksikan dengan ROA. 
[bookmark: _Toc199871782]4.3.3 Pengaruh Kinerja Lingkungan dan Corporate Social Responsibility Terhadap Kinerja Keuangan Perusahaan
Hasil pengelolahan data output eviews yang telah diteliti menunjukkan bahwa nilai F statistik memiliki tingkat signifikansi sebesar 0,027257. Hal ini dapat disimpulkan bahwa tingkat signifikansi lebih kecil dari 0,05. Sehingga dapat disimpulkan bahwa nilai uji F 0,027257 tersebut lebih kecil dari 0,05 (0,027257 < 0,05) dengan demikian hasil pengujian hipotesis ini menunjukkan bahwa hipotesis ketiga diterima. 
Hasil penelitian ini sejalan dengan teori legitimasi dan teori stakeholder yang menjelaskan bahwa kinerja keuangan perusahaan dipengaruhi tidak hanya oleh strategi bisnis internal, tetapi juga oleh bagaimana perusahaan berinteraksi dengan lingkungan sosial dan stakeholdernya. 
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Hipotesis ini dapat menunjukkan semua variabel independen (kinerja lingkungan dan corporate social responsibility secara Bersama-sama (simultan) berpengaruh terhadap variabel dependen (kinerja keuangan). Hal ini berarti bahwa 13% dari kinerja keuangan (Y) dan dapat dijelaskan dari kedua variabel independen dalam penelitian ini yakni kinerja lingkungan dan corporate social responsibility sedangkan untuk sisanya 87% dijelaskan oleh variabel lain diluar penelitian ini  seperti Good Corporate Governance , Intellectual Capital dan Biaya Lingkungan 
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PROPER CSR

PROPER  1.000000  0.882041

CSR  0.882041  1.000000
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Heteroskedasticity Test: Breusch-Pagan-Godfrey

Null hypothesis: Homoskedasticity

F-statistic 0.635016    Prob. F(2,33) 0.5363

Obs*R-squared 1.334144    Prob. Chi-Square(2) 0.5132

Scaled explained SS 0.766536    Prob. Chi-Square(2) 0.6816
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Breusch-Godfrey Serial Correlation LM Test:

Null hypothesis: No serial correlation at up to 2 lags

F-statistic 1.669788    Prob. F(2,30) 0.2053

Obs*R-squared 3.505898    Prob. Chi-Square(2) 0.1733
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Dependent Variable: ROA

Method: Panel Least Squares

Date: 05/28/25   Time: 12:34

Sample: 2021 2023

Periods included: 3

Cross-sections included: 13

Total panel (balanced) observations: 39

Variable Coefficient Std. Error t-Statistic Prob.  

C 1.856604 2.928047 0.634076 0.5300

PROPER 3.751543 1.235341 3.036848 0.0044

CSR -16.07931 11.87967 -1.353515 0.1843

R-squared 0.306478    Mean dependent var 3.577949

Adjusted R-squared 0.267949    S.D. dependent var 5.747520

S.E. of regression 4.917578    Akaike info criterion 6.097313

Sum squared resid 870.5726    Schwarz criterion 6.225279

Log likelihood -115.8976    Hannan-Quinn criter. 6.143226

F-statistic 7.954469    Durbin-Watson stat 0.446260

Prob(F-statistic) 0.001377
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Dependent Variable: ROA

Method: Panel Least Squares

Date: 05/28/25   Time: 12:34

Sample: 2021 2023

Periods included: 3

Cross-sections included: 13

Total panel (balanced) observations: 39

Variable Coefficient Std. Error t-Statistic Prob.  

C 4.899234 8.206784 0.596974 0.5561

PROPER 2.484996 3.532302 0.703506 0.4885

CSR -16.69224 11.47238 -1.454994 0.1586

Effects Specification

Cross-section fixed (dummy variables)

R-squared 0.848053    Mean dependent var 3.577949

Adjusted R-squared 0.759418    S.D. dependent var 5.747520

S.E. of regression 2.819111    Akaike info criterion 5.194443

Sum squared resid 190.7373    Schwarz criterion 5.834274

Log likelihood -86.29164    Hannan-Quinn criter. 5.424009

F-statistic 9.567875    Durbin-Watson stat 1.982772

Prob(F-statistic) 0.000001
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Dependent Variable: ROA

Method: Panel EGLS (Cross-section random effects)

Date: 05/28/25   Time: 12:35

Sample: 2021 2023

Periods included: 3

Cross-sections included: 13

Total panel (balanced) observations: 39

Swamy and Arora estimator of component variances

Variable Coefficient Std. Error t-Statistic Prob.  

C 2.107473 3.370281 0.625311 0.5357

PROPER 3.674477 1.349611 2.722620 0.0099

CSR -16.27794 10.38240 -1.567840 0.1257

Effects Specification

S.D.   Rho  

Cross-section random 4.469106 0.7154

Idiosyncratic random 2.819111 0.2846

Weighted Statistics

R-squared 0.181381    Mean dependent var 1.224390

Adjusted R-squared 0.135902    S.D. dependent var 2.953182

S.E. of regression 2.745185    Sum squared resid 271.2975

F-statistic 3.988255    Durbin-Watson stat 1.428643

Prob(F-statistic) 0.027257

Unweighted Statistics

R-squared 0.306010    Mean dependent var 3.577949

Sum squared resid 871.1602    Durbin-Watson stat 0.444909
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Redundant Fixed Effects Tests

Equation: Untitled

Test cross-section fixed effects

Effects Test Statistic   d.f.  Prob. 

Cross-section F 7.128500 (12,24) 0.0000

Cross-section Chi-square 59.211915 12 0.0000
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Correlated Random Effects - Hausman Test

Equation: Untitled

Test cross-section random effects

Test Summary Chi-Sq. Statistic Chi-Sq. d.f. Prob. 

Cross-section random 0.136699 2 0.9339
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Lagrange Multiplier Tests for Random Effects

Null hypotheses: No effects

Alternative hypotheses: Two-sided (Breusch-Pagan) and one-sided

        (all others) alternatives

Test Hypothesis

Cross-section Time Both

Breusch-Pagan  17.47364  1.519778  18.99342

(0.0000) (0.2177) (0.0000)

Honda  4.180149 -1.232793  2.084095

(0.0000) (0.8912) (0.0186)

King-Wu  4.180149 -1.232793  0.438603

(0.0000) (0.8912) (0.3305)

Standardized Honda  4.811527 -0.999817 -0.505629

(0.0000) (0.8413) (0.6934)

Standardized King-Wu  4.811527 -0.999817 -1.736806

(0.0000) (0.8413) (0.9588)

Gourieroux, et al. -- --  17.47364

(0.0001)
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Date: 05/28/25   Time: 12:15

Sample: 2021 2023

ROA C PROPER CSR

 Mean  3.577949  1.000000  2.205128  0.407436

 Median  2.980000  1.000000  2.000000  0.370000

 Maximum  14.73000  1.000000  5.000000  0.690000

 Minimum -9.560000  1.000000  1.000000  0.230000

 Std. Dev.  5.747520  0.000000  1.301406  0.135330

 Skewness -0.039044 NA  0.629658  0.452656

 Kurtosis  2.597484 NA  2.325347  2.068714

 Jarque-Bera  0.273191 NA  3.316682  2.741185

 Probability  0.872323 NA  0.190455  0.253956

 Sum  139.5400  39.00000  86.00000  15.89000

 Sum Sq. Dev.  1255.292  0.000000  64.35897  0.695944

 Observations  39  39  39  39
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Series: Standardized Residuals

Sample 2021 2023

Observations 39

Mean        2.05e-15

Median    0.628026

Maximum   7.728905

Minimum  -11.14832

Std. Dev.    4.786419

Skewness   -0.328668

Kurtosis    2.445711

Jarque-Bera  1.201408

Probability

 0.548425
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